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Comparative surveys have a number of characteristic analysis issues in common. 
When measurement instruments are used in different cultures or are translated 
into different languages, the first analysis questions concern measurement

1 equivalence. May we assume that these instruments measure the same
·1 
! constructs? How can we assess whether we have measurement equivalence? ; I 

The c1as~ic approach to deal with these questions is structural equation mo­
deling (SEM) using a multigroup analysis. However, when the number of groups 

11 (e.g., countries) becomes large, multigroup SEM becomes unwieldy. Multigrotlp 
I SEM estimates a unique set of parameter values for each country, which results 

in a complex model. A random effects model, such as multilevel modeling 
(MLM), will treat the countries as a sample from a larger population. Instead of 
estimating different parameter values for each country, it assumes a distribution 
of parameter values and estimates its mean and variance. This makes MLM more 
parsimonious than SEM when a large number of countries is studied. At present, 

Ii 
I the larger comparative surveys involve enough countries to consider multilevel 

analysis (Hox, de Leeuw, & Brinkhuis, 2010; Hox, Maas, & Brinkhuis, 2010). 

Comparing SEM and MLM 1 

I For many years, multigroup contirmatory factor analysis has been the analysis 

I 
method of choice for analyzing data in international surveys (Joreskog, 1971; for 
an overview see Davidov, Schmidt, & Billiet, 20 II). If all factor loadings are 
invariant across all countries, we have a strong fornl of measurement equivalence 
(Vandenburg & Lance, 2000). Although the ideal is achieving complete measu­

I 
\ rement invariance, in practice a small amount of variation is accepted, which 

leads to partial measurement invariance (Byrne, Shavelson, & Muthen, 1989). 
Multilevel models have been developed for the statistical analysis of data 

that have a hierarchical or clustered stTucture. As comparative surveys lead to 
clustered data with respondents clustered within countries or cultures, multilevel 
analysis of measurement equivalence is a promising approach. The most flexible 
method to date is multilevel structural equation modeling (MSEM, cf. Mehta & 
Neale, 2005). including random slopes in the measurement model provides a 
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11':"\' ~prroac:h 10 ksting measuremelll equivalence. Equivalent measurement 
means lhal the same factor model fits in all groups with no factor loading having 
a c:oefficienL tliat varies across groups. Thus, measurement equivalence can be 
establisheJ by testing if factor loadings have significant variation across groups. 
In Ihis chapter, this approach is compared to the traditional SEM multigroup 
analysis in a simulation study. 

Comparing SEM and MLM in a Simulation 

The: daw were simulated, mimicking the structure of comparative studies, with a 
rclmively small number of countries and a large sample of respondents within a 
coulllry. This is a realistic selling in many international surveys. We also require 
the latent variable Lobe over-identified, which leads to four observed indicators 
for a single constrl,lCI. There are two simulated conditions. In one condition, 
designated Hu, measurement equivalence holds. The goal of analyzing this 
conJition is to Illvestigate if the number of available countries pemlits accurate 
parameter eSLimates and standard errors and correct decisions about the 
cquivalenc:e of measurement. In the second condition, designated HA , measure­
melll equivalence does not hold. The goal of analyzing this condition is to 
invesLigate which chosen method of analysis leads to correct decisions about the 
equivalence of measurement. lr) essence, the first (Ho) condition investigates 
ac:curacy, and the second (H,,) condition investigates statistical power. 

To represent the number of countries usually found in large-scale internati­
011'11 studies, three different values have been chosen for the Number of Count­
ries (NC ~ 20, NC = 30, and NC = 40). Within each country, 1,500 respondents i 
are simulated. The Ho, under simulation, is presented in Figure X.I. It should be 
noted that means are fixed at 0 and that all simulations are perfonned 1,000 I 
times ll1 each condition. 
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For the alternative hypothesis HA , a model is simulated where the fourth regres­
sion weight is different from the others for half of the countries, namely, 0.3 
instead of 0.5. 

3 Simulation Results 

Table I shows the results for the multi group SEM analyscs of the simulated data. 

Ho HA 

n = 20 n = 30 n =40 n = 20 n = 30 n =40 
Chi~ p < .05 5.5% 5.9% 6,6% 100.0% 100.0% 100.0% 
CFI> .90 100.0% 100.0% 100.0% 100.0% 100,0% 100,0% 
TLl > .90 100.0% 100.0% 100.0% 100.0% 100,0% 100,0% 
RMSEA < .05 100.0% 100.0% 100.0% 36.2% 38.1% 40.7% 

Ll in 95% CI 95.2% 94.2% 94.9% 94.5% 94.2% 94.4% 
L2 in 95% C1 94.2% 95.5% 95.7% 95.3% 96.1% 95.8% 
L3 in 95% CI 96.1% 95.1% 95.7% 94.9% 94.5% 94.8% 
L4 in 95% CI 93.5% 95.4% 94.4% 0.0% 0.0% 0.0% 

Meanp value 0.498 0.486 0.481 <.00 <.00 <.00 
Mean CFI 1.000 1.000 1.000 0.976 0.976 0.976 
Mean TLl 1.000 1.000 1.000 0.985 0.985 0.985 
Mean RMSEA 0.003 0.003 0.003 0.51 0.051 0.051 

Mean LI 0.500 0.500 0.500 0.500 0.500 0.500 
Mean L2 0.500 0.500 0.500 0.500 0.500 0.500 
Mean L3 0.500 0.500 0.500 0.499 0.499 0.500 
Mean L4 0.500 0.500 0.500 0.394 0.394 0.394 

Table I: Results for multigroup SEM Ho and HA data. 

A remarkable result is that only the chi-square fit measure is able to detect model 
violations; the fit measures CFl, TLl, and RMSEA lack power to detect the vio­
lations introduced in the HA data. Only the RMSEA provides some indication of 
a nonperfect tit in the majority of the simulations. 
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L,blt: 2 shows the results of the multilevel analysis of the simulated dam. 

Ho HA 

n ~ 20 n = 30 n =40 n = 20 n = 30 n= 40 

Lhi~ P , .05 0.071 0.051 0.064 0.053 0.061 0.05 

lOr I > .1,)0 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 

TLl " .90 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 

R!vISEA <..05 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 

LI ill 95% CI 93.2% 93.6% 94.4% 91.4% 93.5% 93.6% 

L2 Lil 95% C1 91.7% 94.2% 93.4% 93.8% 94.3% 95.2% 

93.5%L3 in 95% Cl 93.2% 93.7% 94.9% 93.4% 93.2%
 

L-I in 95% CI '92.6% 92.g% 93.8% 0% 0% 0%
 

0.490Mean fJ "aluc OAg5 0.495 0.492 0.492 0.492 

M~Cln CFI 1.000 1.000 1.000 1.000 1.000 1.000 

1.000Mean 'I'll 1.000 1.000 1.000 1.000 1.000 

Mean RMSEA 0.002 0.002 0.002 0.002 0.002 0.001 

0.500Mean LI 0.500 0.500 0.500 0.500 0.500 

!'vlcall L2 0.500 0.500 0.500 0.500 0.500 0.500 

0.500 0.500 0.500 0.500 0.500 0.500M.:an U 
0.400Mean L4 0.500 0.500 0.500 0.400 0.400 

TClbk 2: Results for multilevel SEM Ho and HA data. 

The r-:sulLs of the mulLilevel analysis are very similar to those of the multigroup 
SEM analysis tor the 110 model. However, for the HA model there is now no 
power for the global model fit test. As in the SEM model, the fit measures CFI, 
TLJ, and RMSEA lack power to detect the violations mtroduced in the HA · 

4 Discussion 

The most striking result is the lack of power if the model is incorrectly specitied. 
Only in the classical multigroup analysis does the global chi-square test routinely 
reject the Illodel when the HA data are analyzed. But even in that case, the fit 

indices would indicate a very good fit, and most analysts would probably argue 
that given the large total sample size, the chi-square test is overly powerful and 
the model rejection can therefore be ignored. Doing this, they would be ignoring 
a clear violation of measurement invariance. 

The multilevel analysis almost never leads to a rejection of the model, even 
with rather large sample sizes, and violation of measurement invariance will not 
be detected. To explore the reason tor this, some extra simulations were run 
based on a model that included extremely large violations of measurement 
equivalence. The model was again almost never rejected. Inspection of the para­
meter estimates makes clear what happens. Under HA there are varying loadings 
for variable Y4; when a model is estimated that specilies this loading as fixed, 
this leads to an inflated variance for Y4, which is absorbed in the residual measu­
rement error for Y4. Thus, varying slopes can be detected only by making strong 
assumptions about the residual measurement errors. Multilevel SEM does not 
routinely incorporate these assumptions (as restrictions), and while multilev.el 
regression does implicitly incorporate such assumptions (see Raudenbush, 
Rowan, & Kang, 1991, for details), it cannot test these. 

The conclusion is that reliance on global fit indices is misleading when 
measurement equivalence is tested. It is advised to examine more specific 
indicators of lack of fit, such as modification indices and the corresponding 
estimated parameter change. In contrast to the chi-square test and associated fit 
indices, the modification indices are related to a specific parameter constraint. 
Therefore, when there is a specific fit problem in a model that generally fits well, 
the modification index has a better power to indicate the source of this problem. 
Furthermore, the estimated parameter change indicates how different the 
unconstrained parameter estimate is from the constrained estimate. Multigroup 
SEM is still the method of choice for testing measurement equivalence. 
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